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Midsem Examination        AI and Neuro-Fuzzy Theory AT74.05         March 11, 2016     
Time: 9:00-11:00 h.                       Open Book 

  Marks: 100 
Attempt all questions. 

 
Q.1 Consider the influence of different percentage of training in an ADALINE network which is used 
to determine the parameters; ݉ and ܿ, of a liner relation, ݕ = ݔ݉ + ܿ, when ݔ is the input and ݕ is the 
output. The training set consists of the following data. 

x 1 2 3 4 
y 6.1 9.9 14.1 17.9 

 
(a) Draw the ADALINE network that can be used to determine the parameters.           (4) 
(b) If all the data are presented equally, determine the parameters by LMS algorithm.             (8) 
(c) If the first data is presented 50%, the second data is presented 30%, the third data is presented 15%, 

and the last data is presented 5%, determine the parameters by LMS algorithm.           (8) 
Solution 
(a) 
 
 
 
 
(b) 

RxxhxcxzzExtzExtExF TTTTT  2][][2][)( 2                    (1) 

  61.1639.171.149.91.64
1 2222 c                                  (2) 
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
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The minimum point is the stationary point of the quadratic function. 



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







 

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00.12
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150.2
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1hRc
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(c) 
RxxhxcxzzExtzExtExF TTTTT  2][][2][)( 2                    (6) 

  85.939.1705.01.1415.09.93.01.65.0 2222 c                  (7) 





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


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1
49.1705.01
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11.65.0h                  (8) 





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
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TTTT
R          (9) 

The minimum point is the stationary point of the quadratic function. 
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Q.2 Design a network which can generate the output according to the given training set correctly. 
Draw the selected network and determine all the required parameters.          (20) 
 
 
 
 
 
 
 
 
 
Solution 
Multi-Layer Perceptron is selected. Each decision boundary is numbered as shown below. 
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 Decision Boundary                                           AND                                            OR                         NOT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Layer 1 is used to generate decision boundaries, layer 2 is used to AND the selected decision boundaries, 
layer 3 is used to OR the areas, layer 4 is used to negate the result. 
For layer 1 
Since w should point into the white area and should be perpendicular to decision boundary. Thus, select 
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For square-shape area, 





 1
11

1w        (1) 






 1

11
2w        (2) 




 1
11

3w        (3) 




 1
11

4w        (4) 

For triangle-shape area, 





 1
21

5w        (5) 






 1

21
6w        (6) 




 1
01

7w        (7) 

b is determined from equating n = 0; and solve for b 
For square-shape area, 

0112112111111  bpwpwn                   (8) 
at p1 = 3, p2 = 5; 

2;0)5(1)3(1 1
1

1
1  bb                            (9) 

0122122112112  bpwpwn                 (10) 
at p1 = 3, p2 = 5; 

8;0)5(1)3(1 1
2

1
2  bb                           (11) 

0132132113113  bpwpwn                (12) 
at p1 = 3, p2 = 1; 

2;0)1(1)3(1 1
3

1
3  bb                         (13) 
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0142142114114  bpwpwn                                         (14) 
at p1 = 3, p2 = 1; 

4;0)1(1)3(1 1
4

1
4  bb                           (15) 

For triangle-shape area, 
01

52
1
521

1
51

1
5  bpwpwn                            (16) 

at p1 = 3, p2 = 5; 
1;0)5(1)3(2 1

5
1
1  bb                          (17) 

01
62

1
621

1
61

1
6  bpwpwn                          (18) 

at p1 = 3, p2 = 5; 
11;0)5(1)3(2 1

6
1
6  bb                           (19) 

01
72

1
721

1
71

1
7  bpwpwn                          (20) 

at p1 = 1, p2 = 1; 
1;0)1(1)1(0 1

7
1
7  bb                         (21) 

For layer 2 
Since this is AND layer, if we select 

12
14

2
13

2
12

2
11  wwww                      (22) 

12
27

2
26

2
25  www                                                      (23) 

b must be selected such that only when all inputs are 1s, output is 1. Thus, select 
5.32

1 b                        (24) 
5.22

2 b                        (25) 
For layer 3 
Since this is OR layer, if we select 

13
12

3
11  ww                           (26) 

b must be selected such that even one input is 1, output is 1. Thus, select 
5.031 b                          (27) 
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For layer 4 
Since this is NOT layer, if we select 

14
11 w                         (28) 

b must be selected such that when the input is 1, output is 0. Thus, select 
5.04

1 b                        (29) 
The weights and biases which are not mentioned are set to zero. 
 
Q.3 Pseudo-inverse rule for linear associator is applicable when the number of rows in the input 
vector is not less than the number of data in the training set. 
(a) Is it possible to determine the weight matrix by pseudo-inverse rule when the training set consists of  
ሼ݌ଵ = ሾ1ሿ, ଵݐ = ሾ20ሿሽ, ሼ݌ଶ = ሾ2ሿ, ଶݐ = ሾ30ሿሽ, ሼ݌ଷ = ሾ3ሿ, ଵݐ = ሾ50ሿሽ, ሼ݌ସ = ሾ4ሿ, ଵݐ = ሾ80ሿሽ?  
If yes, determine the weight matrix, then test by presenting all the inputs. If no, explain the reason.     (10) 
(b) If the number of input is extended to have at least equal number as training set by using non-linear 
operation of the input; for example using power operation as shown in the training set below. 

 ቐ݌ଵ = ቎
1111
቏ , ଵݐ = ሾ20ሿቑ , ቐ݌ଶ = ቎

24816
቏ , ଶݐ = ሾ30ሿቑ , ቐ݌ଷ = ቎

392781
቏ , ଵݐ = ሾ50ሿቑ , ቐ݌ସ = ቎

41664256
቏ , ଵݐ = ሾ80ሿቑ, 

Is it possible to determine the weight matrix by pseudo-inverse rule or not? If yes, determine the weight 
matrix, then test by presenting all the inputs. If no, explain the reason.                      (10) 
Solution 
By Pseudoinverse rule, 

W = TP+              (1) 
Where 

P+ = (PT P)-1PT       (2) 
(a)  

 80503020T                                                 (3) 
 4321P                                                          (4) 
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0
161284
12963
8643
4321

T PP                                                 (5) 

Since matrix PTP is a singular matrix, there is no inverse of this matrix. Thus, pseudo-inverse matrix 
cannot be determined. It is not possible to determine the weight matrix by pseudo-inverse rule. 
(a)  

 80503020T                                           (6) 
















25681161
642781
16941
4321

P                                              (7) 

   83.033.817.2467.36T1T   PPPTW                           (8) 

   20
1
1
1
1

83.033.817.2467.361 













pW                        (9) 

   30
16
8
4
2

83.033.817.2467.362 













pW                       (10) 

   50
81
27
9
3

83.033.817.2467.363 













pW                       (11) 

   80
256
64
16
4

83.033.817.2467.364 













pW                      (12) 
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Q.4 Neural network can be applied for system identification of a dynamic system as explained by 
ሶݔ = ݔܽ +  when ܽ and ܾ are unknown parameters. The discrete version of the relation can be ,ݑܾ
expressed by ݔ(݇ + 1) = ݁௔ఛݔ(݇) +   .when ߬ is the sampling period and assumed 0.1 second (݇)ݑܾ
(a) Based on the discrete relation, design a neural network that can represented the relation.       (5) 
(b) If data is collected as shown in the below table, determine the parameters ܽ and ܾ.                          (15) 

u(k) 2 5 -3  
x(k) 0 4 13.62 6.32 

 
Solution (a) 
 
 
 
 
 
(b) 

RxxhxcxzzExtzExtExF TTTTT  2][][2][)( 2                    (1) 

  48.8032.662.1343
1 222 c                                          (2) 







 


 





 85.46
05.19

62.13
332.64

562.130
243

1h                                  (3) 











 


 


 











 17.6795.6
95.667.12

62.13
3

62.13
3

4
5

4
5

0
2

0
2

3
1 TTT

R                    (4) 

The minimum point is the stationary point of the quadratic function. 
















 


 90.0
2

85.46
05.19

17.6795.6
95.667.12 1

1
1.0 hRe

b
a                           (5) 








1
2

a
b                                                                         (6) 

Q.5 Discuss how to apply neural network to your research work. What kind of network is appropriate 
and how to prepare the training set?             (20) 

ae  

 )1( kx  purelin )(ku  b  

     D 


