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Midsem Examination        AI and Neuro-Fuzzy Theory AT74.05         October 8, 2020 
    

Time: 9:00-11:00 h.                       Open Book 
  Marks: 100 

Attempt all questions. 
 

Q.1 ADALINE network is applied to determine a relation between the input, 𝑥, and the output, 𝑦, of a 

system as expressed by 

𝑦 =
𝑎𝑥ଶ + 𝑏𝑥 + 𝑐

𝑥
 

(a) Draw the network architecture.                (5) 

(b) Determine the parameters; 𝑎, 𝑏, and 𝑐 in the relation that minimizes the mean square error when the data 

with noises are collected and expressed as shown in the below table.                       (20) 

𝑥 1 2 4 8 

𝑦 13 16 22 43 

 

Solution 

(a)  

Rewrite the relation 

𝑦 =
𝑎𝑥ଶ + 𝑏𝑥 + 𝑐

𝑥
= 𝑎𝑥 + 𝑏 +

𝑐

𝑥
 

 

 

 

 

 

(b) 

𝐹(𝑥) = 𝐸[𝑡ଶ] − 2𝑥்𝐸[𝑡𝑧] + 𝑥்𝐸[𝑧𝑧்]𝑥 = 𝑐 − 2𝑥்ℎ + 𝑥்𝑅𝑥                                 (1) 

𝑐 =
ଵ

ସ
(13ଶ + 16ଶ + 22ଶ + 43ଶ) = 689.5                                            (2) 
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  The parameters are determined. 
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Q.2  Design a new neural network with appropriate parameters, which can classify class A (output of 1) 

occupying the area inside the circle, (𝑥 − 8)ଶ + (𝑦 − 4)ଶ = 2, from class B (output of 0) which is outside 

the circle as shown in the below figure. The inputs of the network are 𝑥, 𝑥ଶ, 𝑦, and 𝑦ଶ.                    (25) 

 

 

 

 

 

 

 

Solution 

The first layer is used to create a circle decision boundary with output 1 outside the circle. The second layer 

is used to NOT the output from layer 1.  

 

 

 

 

 

For layer 1 

The first neuron in the first layer is used to create a circle decision boundary whose the output 1 is outside 

the circle. 
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(𝑥 − 8)ଶ + (𝑦 − 4)ଶ = 2           (1) 

𝑥ଶ − 16𝑥 + 𝑦ଶ − 8𝑦 = −76            (2) 

 𝑤ଵ = [1 −16 1 −8]                     (3) 

 𝑏ଵ = −76                                       (4) 

For layer 2 

Since this is NOT layer, if we select 

 𝑤ଶ = [−1]                                                              (5) 

 𝑏ଶ = 0.5                                                             (6) 

 

Q.3 Design a network that can associate the following relations. ቄ𝑝ଵ = ቂ
1
1

ቃ , 𝑡ଵ = [1]ቅ , ቄ𝑝ଶ = ቂ
3
3

ቃ , 𝑡ଶ =

[2]ቅ , ቄ𝑝ଷ = ቂ
4
2

ቃ , 𝑡ଷ = [3]ቅ , ቄ𝑝ସ = ቂ
5
4

ቃ , 𝑡ସ = [1]ቅ             (25) 

Solution 

The combination of LVQ with Outstar (replace satlins to purelin function) can be applied. 

LVQ is used for input pattern recognition and Outstar network is used to recall the output pattern. 

 

 

 

 

 

 

For LVQ 

From the training sets, there are 3 classes and 4 sub classes.  

In the first layer of LVQ, the weights vector will be at the center of each subclass.  
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𝑤ସ
ଵ = ቂ

5
4

ቃ                                       (4) 

The weight matrix of the first layer is thus 

𝑊ଵ = ቎

1
3
4
5

1
3
2
4

቏                                                                      (5) 

The weight matrix of the second layer combines and recognizes subclasses as class. Class 1 consists of 

subclasses 1 and 4. Class 2 consists of subclass 2. Class 3 consists of subclass 3. respectively. 
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For Outstar 

Parameters of Outstar network are designed as followings. 

𝑊ଷ = [1 2 3]                              (7) 

 

Q.4  Consider the below figure, when the input is in the white area the target is 15, when the input is in 

the shaded area the target is -20, otherwise the target is 0.  

 

 

 

 

 

 

 

 

(a) Design the network which can perform this function.                          (5) 

(b) Determine all the necessary parameters.                          (20) 
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Solution 

(a) Each decision boundary is numbered as shown below. 
  

 

  

 

 

 

 

 

Combination of Multi-Layer Perceptron and Outstar (replace satlins to purelin function) is selected.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
11w  

2
11w  1

1b  

2
1b  

1 

1 

 p1 

1
21w  

2
12w  

1
2b  1 

 

1
31w  2

13w  

1
3b  

1 

 

1
41w  

1
4b  

1 

 p2 

1
51w  

2
31w  

1
5b  

1 

 

1
61w  

2
21w  

1
6b  1 

 

1
71w  

1
7b  

1 

 

1
81w  

2
23w  

1
8b  1 

 

2
2b  

1 

 

3
12w  

3
1b  

2
32w   

2
3b  

1 
2
33w  

3
11w  

1
12w  

1
22w  

1
32w  

1
42w  

1
52w  

1
72w  

1
82w  

1
62w  

 

4
12w  

a 

4
11w  

5 10 0 15 

5 

10 

p1 

p2 

t = 0 

t = 15 t = -20 

                                                                                      
 
 
 
 
               1                                                 5                    7 
                                        3       4                                                             8 
                                                                                                                 
                
 
   
                                                       
                    2                                                       6 
 



 6

(b) 

For layer 1 

Since w should point into the area and it should be perpendicular to decision boundary. Thus, select 
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b is determined from equating n = 0; and solve for b 
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1
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1
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at p1 = 2, p2 = 3; 

1;0)3(3)2(5 1
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at p1 = 7, p2 = 1; 
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For layer 2 

Since this is AND layer, if we select 
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b must be selected such that only when all inputs are 1s, output is 1. Thus, select 

5.22
3

2
2

2
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For layer 3 

Since this is OR layer, if we select 

13
12

3
11 ww              (29) 

b must be selected such that even one input is 1, output is 1. Thus, select 

5.03
1 b                        (30) 

For layer 4,  

Outstar network is selected. 

154
11 w                     (31) 

204
12 w                      (32) 

 


