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Midsem Examination        AI and Neuro-Fuzzy Theory AT74.05         October 6, 2022 
    

Time: 9:00-11:00 h.                       Open Book 
  Marks: 100 

Attempt all questions. 
 

Q.1 Design a neural network with all the parameters, which can generate the output of 1 when the input 

vector, 𝑝, is inside the polygon and the output of 0 when the input vector is outside the polygon.  The 

coordinates of the apexes are given as follows: 𝑃ଵ = (−10,10,10), 𝑃ଶ = (15,−10,10), 𝑃ଷ =

(15,10,−10), 𝑃ସ = (−15,0,0), 𝑃ହ = (10,−10,−10). Use only integer for each element in all the weight 

vectors.                  (25) 
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Solution 

Since the polygon is convex, Two-Layer Perceptron (3-6-1) is selected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Layer 1: There are 6 decision boundaries in layer 1.  

Decision boundary 1 contains 𝑃ଵ, 𝑃ଶ, and 𝑃ଷ  

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ଵ and 𝑃ଶ,  
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[wଵଵ
ଵ wଵଶ

ଵ wଵଷ
ଵ ] ൥

25
−20
0

൩ = [0] 

Consider a vector connecting 𝑃ଵ and 𝑃ଷ,  

[wଵଵ
ଵ wଵଶ

ଵ wଵଷ
ଵ ] ൥

25
0

−20
൩ = [0] 

If wଵଵ
ଵ  is firstly selected as -1, consider the above 2 equations in matrix form, 

ቂ
−20 0
0 −20

ቃ ቈ
wଵଶ

ଵ

wଵଷ
ଵ ቉ = ቂ

25
25

ቃ 

ቈ
wଵଶ

ଵ

wଵଷ
ଵ ቉ = ቂ

−20 0
0 −20

ቃ
ିଵ

ቂ
25
25

ቃ 

ቈ
wଵଶ

ଵ

wଵଷ
ଵ ቉ = ൦

−
5

4

−
5

4

൪ 

Thus, a possible weight vector is 

[wଵଵ
ଵ wଵଶ

ଵ wଵଷ
ଵ ] = ൤−1 −

5

4
−
5

4
൨ 

Convert each element of the weight vector to integer  

[wଵଵ
ଵ wଵଶ

ଵ wଵଷ
ଵ ] = [−4 −5 −5] 

Consider 𝑃ଵ on the decision boundary. Determine the bias from 

𝑛ଵ
ଵ = [−4 −5 −5] ൥

−10
10
10

൩ + [bଵ
ଵ] = [−60 + bଵ

ଵ] = [0] 

[bଵ
ଵ] = [60] 

Decision boundary 2 contains 𝑃ଵ, 𝑃ଷ, and 𝑃ସ  

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ଵ and 𝑃ଷ,  

[wଶଵ
ଵ wଶଶ

ଵ wଶଷ
ଵ ] ൥

25
0

−20
൩ = [0] 

Consider a vector connecting 𝑃ଵ and 𝑃ସ,  
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[wଶଵ
ଵ wଶଶ

ଵ wଶଷ
ଵ ] ൥

5
10
10

൩ = [0] 

If wଶଶ
ଵ  is firstly selected as -1, consider the above 2 equations in matrix form, 

ቂ
25 −20
5 10

ቃ ቈ
wଶଵ

ଵ

wଶଷ
ଵ ቉ = ቂ

0
10

ቃ 

ቈ
wଶଵ

ଵ

wଶଷ
ଵ ቉ = ቂ

25 −20
5 10

ቃ
ିଵ

ቂ
0
10

ቃ 

ቈ
wଶଵ

ଵ

wଶଷ
ଵ ቉ = ൦

4

7
5

7

൪ 

Thus, a possible weight vector is [wଶଵ
ଵ wଶଶ

ଵ wଶଷ
ଵ ] = ቂ

ସ

଻
−1

ହ

଻
ቃ 

Convert each element of the weight vector to integer  

[wଶଵ
ଵ wଶଶ

ଵ wଶଷ
ଵ ] = [4 −7 5] 

Consider 𝑃ଵ on the decision boundary. Determine the bias from 

𝑛ଶ
ଵ = [4 −7 5] ൥

−10
10
10

൩ + [bଶ
ଵ] = [−60 + bଶ

ଵ] = [0] 

[bଶ
ଵ] = [60] 

Decision boundary 3 contains 𝑃ଵ, 𝑃ସ, and 𝑃ଶ 

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ଵ and 𝑃ସ,  

[wଷଵ
ଵ wଷଶ

ଵ wଷଷ
ଵ ] ൥

5
10
10

൩ = [0] 

Consider a vector connecting 𝑃ଵ and 𝑃ଶ,  

[wଷଵ
ଵ wଷଶ

ଵ wଷଷ
ଵ ] ൥

25
−20
0

൩ = [0] 

If wଷଶ
ଵ  is firstly selected as 1, consider the above 2 equations in matrix form, 

ቂ
5 10
25 0

ቃ ቈ
wଷଵ

ଵ

wଷଷ
ଵ ቉ = ቂ

−10
20

ቃ 
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ቈ
wଷଵ

ଵ

wଷଷ
ଵ ቉ = ቂ

5 10
25 0

ቃ
ିଵ

ቂ
−10
20

ቃ 

ቈ
wଷଵ

ଵ

wଷଷ
ଵ ቉ = ൦

4

5

−
7

5

൪ 

Thus, a possible weight vector is [wଷଵ
ଵ wଷଶ

ଵ wଷଷ
ଵ ] = ቂ

ସ

ହ
1 −

଻

ହ
ቃ 

Convert each element of the weight vector to integer  

[wଶଵ
ଵ wଶଶ

ଵ wଶଷ
ଵ ] = [4 5 −7] 

Consider 𝑃ଵ on the decision boundary. Determine the bias from 

𝑛ଷ
ଵ = [4 5 −7] ൥

−10
10
10

൩ + [bଷ
ଵ] = [−60 + bଷ

ଵ] = [0] 

[bଷ
ଵ] = [60] 

Decision boundary 4 contains 𝑃ହ, 𝑃ଶ, and 𝑃ଷ  

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ହ and 𝑃ଶ,  

[wସଵ
ଵ wସଶ

ଵ wସଷ
ଵ ] ൥

5
0
20

൩ = [0] 

Consider a vector connecting 𝑃ହ and 𝑃ଷ,  

[wସଵ
ଵ wସଶ

ଵ wସଷ
ଵ ] ൥

5
20
0
൩ = [0] 

If wସଵ
ଵ  is firstly selected as -1, consider the above 2 equations in matrix form, 

ቂ
0 20
20 0

ቃ ቈ
wସଶ

ଵ

wସଷ
ଵ ቉ = ቂ

5
5
ቃ 

ቈ
wସଶ

ଵ

wସଷ
ଵ ቉ = ቂ

0 20
20 0

ቃ
ିଵ

ቂ
5
5
ቃ 

ቈ
wସଶ

ଵ

wସଷ
ଵ ቉ = ൦

1

4
1

4

൪ 

Thus, a possible weight vector is [wସଵ
ଵ wସଶ

ଵ wସଷ
ଵ ] = ቂ−1

ଵ

ସ

ଵ

ସ
ቃ 
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Convert each element of the weight vector to integer  

[wସଵ
ଵ wସଶ

ଵ wସଷ
ଵ ] = [−4 1 1] 

Consider 𝑃ହ on the decision boundary. Determine the bias from 

𝑛ସ
ଵ = [−4 1 1] ൥

10
−10
−10

൩ + [bସ
ଵ] = [−60 + bସ

ଵ] = [0] 

[bସ
ଵ] = [60] 

Decision boundary 5 contains 𝑃ହ, 𝑃ଷ, and 𝑃ସ  

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ହ and 𝑃ଷ,  

[wହଵ
ଵ wହଶ

ଵ wହଷ
ଵ ] ൥

5
20
0
൩ = [0] 

Consider a vector connecting 𝑃ହ and 𝑃ସ,  

[wହଵ
ଵ wହଶ

ଵ wହଷ
ଵ ] ൥

25
−10
−10

൩ = [0] 

If wହଷ
ଵ  is firstly selected as 1, consider the above 2 equations in matrix form, 

ቂ
5 20
25 −10

ቃ ቈ
wହଵ

ଵ

w𝟓𝟐
ଵ ቉ = ቂ

0
10

ቃ 

ቈ
wହଵ

ଵ

w𝟓𝟐
ଵ ቉ = ቂ

5 20
25 −10

ቃ
ିଵ

ቂ
0
10

ቃ 

ቈ
wହଵ

ଵ

w𝟓𝟐
ଵ ቉ = ൦

4

11

−
1

11

൪ 

Thus, a possible weight vector is [wହଵ
ଵ wହଶ

ଵ wହଷ
ଵ ] = ቂ

ସ

ଵଵ
−

ଵ

ଵଵ
1ቃ 

Convert each element of the weight vector to integer  

[wହଵ
ଵ wହଶ

ଵ wହଷ
ଵ ] = [4 −1 11] 

Consider 𝑃ହ on the decision boundary. Determine the bias from 

𝑛ହ
ଵ = [4 −1 11] ൥

10
−10
−10

൩ + [bହ
ଵ] = [−60 + bହ

ଵ] = [0] 
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[bହ
ଵ] = [60] 

Decision boundary 6 contains 𝑃ହ, 𝑃ସ, and 𝑃ଶ  

The weight vector must be orthogonal to any vectors lie on the decision boundary. 

Consider a vector connecting 𝑃ହ and 𝑃ସ,  

[w଺ଵ
ଵ w଺ଶ

ଵ w଺ଷ
ଵ ] ൥

25
−10
−10

൩ = [0] 

Consider a vector connecting 𝑃ହ and 𝑃ଶ,  

[w଺ଵ
ଵ w଺ଶ

ଵ w଺ଷ
ଵ ] ൥

5
0
20

൩ = [0] 

If w଺ଶ
ଵ  is firstly selected as 1, consider the above 2 equations in matrix form, 

ቂ
25 −10
5 20

ቃ ቈ
w଺ଵ

ଵ

w𝟔𝟑
ଵ ቉ = ቂ

10
0
ቃ 

ቈ
w଺ଵ

ଵ

w𝟔𝟑
ଵ ቉ = ቂ

25 −10
5 20

ቃ
ିଵ

ቂ
10
0
ቃ 

ቈ
w଺ଵ

ଵ

w𝟔𝟑
ଵ ቉ = ൦

4

11

−
1

11

൪ 

Thus, a possible weight vector is [w଺ଵ
ଵ w଺ଶ

ଵ w଺ଷ
ଵ ] = ቂ

ସ

ଵଵ
1 −

ଵ

ଵଵ
ቃ 

Convert each element of the weight vector to integer  

[w଺ଵ
ଵ w଺ଶ

ଵ w଺ଷ
ଵ ] = [4 11 −1] 

Consider 𝑃ହ on the decision boundary. Determine the bias from 

𝑛଺
ଵ = [4 11 −1] ൥

10
−10
−10

൩ + [b଺
ଵ] = [−60 + b଺

ଵ] = [0] 

[b଺
ଵ] = [60] 

Layer 2: AND Layer 

[wଵଵ
ଶ wଵଶ

ଶ wଵଷ
ଶ wଵସ

ଶ wଵହ
ଶ wଵ଺

ଶ ] = [1 1 1 1 1 1] 

[bଵ
ଶ] = [−5.5] 
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Q.2  Design a neural network with all the parameters, which can generate the output of 5 when the 

coordinate of (𝑥, 𝑦) is in the area above the graph , 𝑦 = 𝑠𝑖𝑛(𝑥), generate the output of 4 when is in the area 

inside the intersection of the graph, 𝑦 = 0.2𝑥ଶ − 0.4𝜋𝑥, and the graph, 𝑦 = 𝑠𝑖𝑛(𝑥), and generate the output 

of 3 when is in the area beneath the graph 𝑦 = 0.2𝑥ଶ − 0.4𝜋𝑥 as shown in the figure below. The neural 

network input vector is 

⎣
⎢
⎢
⎢
⎡

𝑦

𝑥ଶ

𝑥
𝑠𝑖𝑛(𝑥)

1 ⎦
⎥
⎥
⎥
⎤

.             (25) 

 

Solution 

4 layers neural network can be applied. The first layer has 2 neurons is used to create 2 decision boundaries 

whose each output is 1 when the coordinate is above each function. The second layer has 2 neurons is used 

to create NOT of the decision boundaries. The third layer has 3 neurons is used to AND the selected decision 

boundaries from layer 1 and layer 2. The fourth layer has 1 neuron is used to superpose the outputs from 

layer 3 with different weights.  

  

4 

3 

5 
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                                      Layer 1                     Layer 2                          Layer 3                         Layer 4 

 

 

 

 

 

 

 

 

 

 

Layer 1 

The first neuron in the first layer is used to create a sinusoidal decision boundary whose output is 1 when 

the coordinate is above. 

 010011
1 w                         (1) 

The second neuron in the first layer is used to create a quadratic decision boundary whose output is 1 when 

the coordinate is above. 

 004.02.011
1 w                         (2) 

Layer 2 

This is NOT layer, if we select 

12
22

2
11  ww                                                         (3) 

5.02
2

2
1  bb                                                        (4) 

Layer 3 

This is AND layer. 

Neuron 1 is used to AND the output from both decision boundaries, if we select 
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13
12

3
11  ww                                                         (5) 

5.13
1 b                                                      (6) 

Neuron 2 is used to AND the output from NOT of the decision boundary 1 and the decision boundary 2, if 

we select 

13
22

3
21  ww                                                         (7) 

5.13
2 b                                                      (8) 

Neuron 3 is used to AND the output from NOT of both decision boundaries, if we select 

13
32

3
31  ww                                                         (9) 

5.13
3 b                                                    (10) 

Layer 4  

This is a linear layer used to superpose outputs from layer 3 with different weights.  

 3454
1 w                 (11) 

04
1 b                                                      (12) 

 

Q.3 ADALINE network is used to determine four parameters; a, b, c and d, of the function, 

dczbyaxf  , when the relations of x, y, z and f  are as follows. 

X -6 -4 -2 1 2 4 6 8 

Y -12 -9 -6 -3 -1 3 6 9 

Z -2 -1 0 1 2 3 4 5 

F 10.1 10.8 12.3 17.6 18.4 14.7 16.2 16.9 

 

(a) Draw the ADALINE network, what are the input and output of the network.          (5) 

(b) If all the data are presented equally, determine the parameters by LMS algorithm.           (20) 
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Solution 

(a) 

 

 

 

 

(b) 

RxxhxcxzzExtzExtExF TTTTT  2][][2][)( 2              (1) 

  8.2229.162.167.144.186.173.128.101.10
8

1 22222222 c         (2) 
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
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
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


















1

5

9

8

9.16

1

4

6

6

2.16

1

3

3

4

7.14

1
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1

2

4.18

1

1

3

1

6.17

1

0

6

2

3.12

1
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9

4

8.10

1

2

12

6

1.10
8

1
h                  
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









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





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                                                                                                                        (3) 
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

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




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TTTTTTTT

R

1

5

9

8

1

5

9

8

1

4

6

6

1

4

6

6

1

3

3

4

1

3

3

4

1

2

1

2

1

2

1

2

1

1

3

1

1

1

3

1

1

0

6

2

1

0

6

2

1

1

9

4

1

1

9

4

1

2

12

6

1

2

12

6

8

1                   
























15.1625.1125.1

5.15.725.13125.12

625.125.13625.49375.29

125.1125.12375.29125.22

                                                       (4) 

The parameters are determined from the minimum point of the mean square error function 
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





































































2.5

0.5

4.4

6.4

625.14

1.27

75.8

15.27

15.1625.1125.1

5.15.725.13125.12

625.125.13625.49375.29

125.1125.12375.29125.22
1

1hR

d

c

b

a

                      (5) 

y  
b  

1 

d  

 f  purelin 

x  a  

c  

z  
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Q.4  Design a neural network with only one layer and all its parameters which can convert 4 numbers 

shown by 7-segment LED to binary numbers correctly when the training sets consist of 

 

{𝑝ଵ =   𝑡ଵ = [0 0 0]்}  {𝑝ଶ =   𝑡ଶ = [0 0 1]்} 

 

 

{𝑝ଷ =   𝑡ଷ = [0 1 0]்}  {𝑝ସ =   𝑡ସ = [0 1 1]்} 

 

Encode the input vector by using 1 for black segment and -1 for white segment, when the order is as shown 

in the figure below 

                  (25) 

 

Solution 

Since there are 7 elements in the input and there are 4 patterns, Linear associator with Pseudoinverse rule 

can be applied. 

W = TP+              (1) 

Where 

P+ = (PT P)-1PT       (2) 

and 
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






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



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














1111

1111
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1111

1111
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P , 


















1010

1100

0000

T                             (3) 

            2 
1                          3 
 
            5 
4                      6 
 
            7 
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TT




















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

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
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


















































































































1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111

1111
1

P  



























150.0225.0200.0275.0025.0150.0025.0

000.0250.0000.0250.0250.0000.0250.0

150.0025.0200.0025.0275.0150.0225.0

100.0150.0200.0150.0150.0100.0150.0

      (4) 
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















 

000.0250.0000.0250.0250.0000.0250.0

150.0025.0200.0025.0225.0150.0275.0

0000000

TPW                  (5) 

 


